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Chapter 5 — Compilers

5.1 Basic Compiler Functions

® Fig 5.1 shows an example Pascal program for the
following explanations.

1 PROGRAM STATS

2 VAR

3 SUM, SUMSD, I, VALUE, MEAN, VARTANCE : INTEGER
4 BEGIN

5 S = 0O

[ SUMSQ = 0;

T BCR I = 1 TO 100 DO

8 BEGIN

o READ{VALUE) ;

10 SIM = SUM -~ VALUE;

11 SIMSQ := SIMSE + VALUOE * VALIUE
12 END;

13 MERN := SUM DIV 100;

14 VARIANCE := SUMSQ DIV 100 - MEAN = MEAN:
15 WRITE (MEAN, VARIANCE)

16 BEND.

Figure 8.1 Example of a Pascal program.

® For the purposes of compiler construction, a high-level
programming language is usually described in terms of
grammar.

This grammar specifies the form, or syntax, of legal
statements in the language.

The problem of compilation then becomes one of
matching statements written by the programmer to
structures defined by the grammar, and generating the
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appropriate object code for each statement.

® A source program statement can be regarded as a
sequence of tokens rather than simply as a string of
characters.

Tokens may be thought of as the fundamental building
blocks of the language. For example, a token might be a
keyword, a variable name, an integer, an arithmetic
operator, etc.

® The task of scanning the source statement, recognizing
and classifying the various tokens, is known as lexical
analysis. The part of the compiler that performs this
analytic function is commonly called the scanner.

® After the token scan, each statement in the program must
be recognized as some language construct, such as a
declaration or an assignment statement, described by the
grammatr.

This process, called syntactic analysis or parsing, is
performed by a part of the compiler that is usually called

the parser.

® The last step in the basic translation process is the
generation of object code. Most compilers create
machine-language programs directly instead of producing
a symbolic program for later translation by an assembler.

® Although we have mentioned three steps in the
compilation process — scanning, parsing, and code
generation — it is important to realize that a compiler does
not necessarily make three passes over the program
being translated.

For some languages, it is quite possible to compile a
program in a single pass.

Written by WWF 2



System Software — An Introduction to Systems Programming, 3" ed., Leland L. Beck
5.1.1 Grammars

® A grammar for a programming language is a formal
description of the syntax, or form, of programs and
individual statements written in the language.

® The grammar does not describe the semantics, or
meaning, of the various statements; such knowledge
must be supplied in the code-generation routines.

Example: for the difference between syntax and
semantics, consider the two statements (I := J + K) and
(X:=Y + 1), where X and Y are REAL variables and I, J, K
are INTEGER variables.

These two statements have identical syntax. However,
the semantics of the two statements are _quite different.
The first statement specifies that the variables in the
expression are to be added using integer arithmetic
operations. The second statement specifies a
floating-point _addition, with the integer operand | being
converted to floating point before adding.

® Obviously, these two statements would be compiled into
very different sequences of machine _instructions.
However, they would be described in the same way by
the grammar.

The differences between the statements would be
recognized during code generation.

® A number of different notations can be used for writing
grammars. The one we describe is called BNF (for
Backus-Naur Form). Fig 5.2 gives one possible BNF
grammar for a highly restricted subset of Pascal.
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<proge := PROGRAM —prog-nama: VAR <dec-lisk=> BEGIN <stmbt-list> END,
<prog-nanes = id
<dec-list> = <dec> | <dec-list> ; <dec>
<gacs i= <id=-1list> : <bypes>
<types = INTEGER
<id-list> := id | <id-list> , id
<gtmt-list> := <gtmt> | <sumb-ligts ; <stmt>
<stmt> 1= <ageigr>  <read> | <write> | <for:
<agsign> = id 1= <exp>
<Exp> = cterm> | <exp> + <term> | <exp> - <term>
<term-» = <factor> | <term> * <faczor> | <term> DIV <factor>
<factor> 1= id | int | [ <exp> |
<reads 1= READ ( <id-list> )
<write> t= WRITE [ <id-list> }
<fors> := PCR <index-exp> DO <bady>
<index-axp> = 44 := <expr TO <exp>
7 <body> = <gtmt> | BEGIN <stmt-lict> FND

Figure 5.2 Simplified Pascal grammar,

® A BNF grammar consists of a set of rules, each of which

defines the syntax of some construct in the programming
language.

For example, Rule 13 in Fig 5.2: <read> := READ
( <id-list> ). This is a definition of the syntax of a Pascal

READ statement that is denoted in the grammar as
<read>.

The symbol ::= can be read “is defined to be”. On the left
of this symbol is the language construct being defined,

<read>, and on the right is a_description of the syntax

being defined for it.

Character strings enclosed between the angle brackets <
and > are called nonterminal symbols (such as ‘<read>’
and ‘<id-list>"). These are the names of constructs
defined in the grammar.

Entries not enclosed in angle brackets are terminal
symbols of the grammar (i.e., tokens, such as ‘READ’, ‘(/,
and ‘)’).

The blank spaces in the grammar rules are not significant.
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They have been included only to improve readability.

® To recognize a <read> (to resolve all nonterminal
symbols), we also need the definition of <id-list>. This is
provided by Rule 6 in Fig 5.2. <id-list> = id |
<id-list>, id

This rule offers two possibilities, separated by the |
symbol, for the syntax of an <id-list>.

The first alternative specifies that an <id-list> may consist
simply of a token id (the notation id denotes an identifier
that is recognized by the scanner).

The second alternative is an_<id-list>, followed by_the
token “,” (comma), followed by a token id.

Example: ALPHA is an <id-list> that consists of a single
id ALPHA; ALPHA , BETA is an <id-list> that consists of
another <id-list> ALPHA, followed by a comma, followed
by an id BETA, and so forth.

® |t is often convenient to display the analysis of a source
statement in terms of a grammar as a tree. This tree is
usually called the parse tree, or syntax tree, for the
statement. Fig 5.3(a) shows the parse tree for the
statement READ ( VALUE ).

fsread’

"
READ r ia
[VALUE)}

(a)
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® Rule 9 of the grammar in Fig 5.2 provides a definition of

the syntax of an assignment statement:
<assign> ::=id = <exp>

That is, an <assign> consists of an_id, followed by _the
token :=, followed by an expression <exp>.

Rule 10 gives a definition of an <exp>:
<exp> .= <term> | <exp> + <term> | <exp> - <term>

Continuously, Rule 11 defines a <term> to be any
sequence of <factor>s connected by * and DIV.

Again, Rule 12 specifies that a <factor> may consist of an
identifier id or an integer int (which is also recognized by
the scanner) or an <exp> enclosed in parentheses.

Fig 5.3(b) shows the parse tree for statement 14 from Fig
5.1 in terms of the rules just described.

{nssign)
{axp)
CEXD)
ttarm) ftearmb
[term) {term)
rfactars i factor ) tfactor) {factar)
_ id = id DIV int - id L id
+VARLAKCE} {SUMS3) {100 {MEAN } IMEAN}

(b)
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Note that the parse tree in Fig 5.3(b) implies that
multiplication and division are done before addition and
subtraction (that is, multiplication and division have higher
precedence than addition and subtraction). The terms
SUMSO DIV 100 and MEAN * MEAN must be calculated
first since these intermediate results are the operands
(left and right subtrees) for the — operation.

® The parse trees shown in Fig 5.3 represent the only
possible ways to analyze these two statements in terms
of the grammar of Fig 5.2. If there is more than one
possible parse tree for a given statement, the grammar is
said to be ambiguous.

® Fig 5.4 shows the parse tree for the entire program in Fig
5.1.

{pioE)
| | I I
PROCRAM  (prog=name} WAR idec |ini} BEGIN istmb-1int} END,
[T} {deg} {stmt=1i8t) H {sink})
| STATS) | I I
{ra=lamt) flypme} {stsl Tist) : imtmt) fwriled
INTECER (atmt=01stds . {simL) (mamign) WRITE { tud=lymt) |
I nrnn:m; I ' |
fid=1igt) . Letmt | iskly . (Elmt)  {eswien f1a baml) f id
I rmus I I I'l.lllIMIf.‘t!n I [VARIANCE|
{id-lint} . id  igtmt limt) : (Stmt) t= o (wAp) {emp) tarm) id
I [VALUE] I Illw} 1 I | MEAN |
{1d-last)y [E1T 18] {assigm} {tara) {isrm} iters} ®» {facter)
o | — A
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ia id t= {wEpi] {term) ifactar) e (ractar) imk 14
| U | 210 H i | 1 | Lo d I 1100} {MERH |
iterm) {facter) ia ia
I | 5w} Ianesg)
{Fnakar) imk
| i
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Figure 5.4 Parse tree tor the program from Fig. 5.1.

5.1.2 Lexical Analysis

® Lexical analysis involves scanning the program to be
compiled and recognizing the tokens that make up the
source statements. Scanners are usually designed to
recognize keywords, operators, and identifiers, as well as
integers, floating-point numbers, character strings, and
other similar items.

ltems such as identifiers and integers are usually
recognized directly as single tokens and might be defined
as a part of the grammar. For example,

<ident> ::= <letter> | <ident> <letter> | <ident> <digit>
<letter>::=A|B|C|...|Z
<digit>::=0]1]...]9

The output of the scanner consists of a sequence of
tokens. For efficiency of later use, each token is usually
represented by some fixed-length code, such as an
integer, rather than as a variable-length character string.

Written by WWF 8



System Software — An Introduction to Systems Programming, 3" ed., Leland L. Beck

In such a token coding scheme for the grammar of Fig 5.2
(shown in Fig 5.5), the token PROGRAM would be
represented by the integer value 1, an identifier id would
be represented by the value 22, and so on.

Token Code

FROGESM 1
AR &
BEEEIN ]
O ¢ o
= -
LISTEER £
=R ]
SEMAT o
WRITE 9

o L

(L L1

. 12

13

14

— 15

= LF

oI =

[ :'. :'l

} 21

id 22

int 23

Figure 5.5 Token coding scheme for the grammar from Fig. 5.2.

® \When the token being scanned is a keyword or an
operator, such a coding scheme gives sufficient
information. However, in the case of identifier, it is also
necessary to specify the particular _identifier name that
was scanned.

The same is true for integers, floating-point values,
character-string constants, etc.

This can be accomplished by associating a token
specifier with the type code for such tokens. The specifier
gives the identifier name, integer value, etc., that was
found by the scanner.
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® Fig 5.6 shows the output from a scanner for the program
in Fig 5.1, using the token coding scheme in Fig 5.5.

Line Taken type Token specifler Line Token type Token specifier

1 k| 10 22 ~SUM
22 TETATS 15

2 2 22 - SUM

3 22 “SUM 16
14 2z “VALUE
22 "SUMSQ 12
14 11 2z TEUMER
22 "I 15
14 22 TSUMSD
22 “WALUE 16
14 22 “WALUE
22 “MEAN i@
14 22 "WALLUE
22 “WARIANCE 12 4
13 12

6 13 22 "MEAN

4 a 15

5 22 TSUM 22 “SUM
18 15
23 #0 23 #1020
12 12

5] 22 TESUMSQ 14 22 “VARIANCE
15 15
23 #C 22 “EHUMSE
12 18

7 7 23 #100
22 b 17
15 22 "HEAM
23 1l 18
10 22 “MEAN
23 #100 12
11 | 15 g

& 3 20

k] B 22 “MEAN
20 | 14
22 “VALUE 22 “VARIANCE
21 21
12 16 5

Figure 5.6 Lexical scan of the program from Fig. 5.1.

For token type 22 (identifier), the token specifier is a
pointer to a symbol-table entry (denoted be ~SUM,
A"SUMSQ, etc.).

For token type 23 (integer), the specifier is the value of
the integer (denoted by #0, #100, etc.).

® The scanner usually is responsible for reading the lines of

the source program as needed, and possibly for printing
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the source listing. Comments are ignored by the scanner,
except for printing on the output listing.

The process of lexical scanning is quite simple. However,
many languages have special characteristics that must be
considered when programming a scanner.

For example, in FORTRAN, a number in columns 1-5 of a
source statement should be interpreted as a statement
number, not as an integer.

Languages that do not have reserved words create even
more difficulties for the scanner.

For example, in FORTRAN, any keyword may also be
used as an identifier (See the case in the lower part of
page 237).

In such a case, the scanner might interact with the parser
so that it could tell the proper interpretation of each word,
or it might simply place identifiers and keywords in the
same class, leaving the task of distinguishing between
them to the parser.

Modeling Scanners as Finite Automata

The tokens of most programming languages can be
recognized by a finite automaton. Finite automata are
often represented graphically, as illustrated in Fig 5.7(a).

States are represented by circles, and transitions by
arrows from one state to another. Each arrow is labeled
with a character or a set of characters that cause the
specified transition to occur.

Consider, for example, the finite automaton shown in Fig
5.7(a) and the first input string in Fig 5.7(b).
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Figure 5.7 Graphical representation of a finite autematon.

The automaton starts in State 1 and examines the first
character of the input string. The character « causes the
automaton to move from State 1 to State 2.

The b causes a transition from State 2 to State 3, etc.

® The first two input strings in Fig 5.7(b) can be recognized
by the finite automaton in Fig 5.7(a).

Consider the third input string in Fig 5.7(b). The finite

automaton beings in State 1, as before, and the « causes
a transition from State 1 to State 2.

Now the next character to be scanned is c. However,
there is no transition from State 2 that is labeled with c.
Therefore, the automaton must stop in State 2.

® Fig 5.8 shows several finite automata that are designed to
recognize typical programming language tokens.
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A2

(b)

e _“1: space o
I'*xf,-' {“*-@

s

{d)

Figure 5.8 Finite automata far typical programming language tokens,

Fig 5.8(a) recognizes identifiers and keywords that begin

with a letter and may continue with any sequence of

letters and digits.

Some languages allow identifiers such as NEXT_LINE,
which contains the underscore character (). Fig 5.8(b)
shows a finite automaton that recognizes identifiers of this

type.
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The finite automaton in Fig 5.8(c) recognizes integers that
consist of a string of digits, including those that contain
leading zeroes, such as 000025.

Fig 5.8(d) shows an automaton that does not allow
leading zeroes, except in the case of the integer 0.

® Each of the finite automata we have seen so far was
designed to recognize one particular type of token. Fig
5.9 shows a finite automaton that can recognize all of the
tokens listed in Fig 5.5.

® In Fig 5.9, a special case occurs in State 3. Suppose that
the scanner encounters an erroneous token such as
“VAR.”.

.f,' Fal
i
WA W . O - —
N ' P am— [
\ e
e O
+=" () e
—F"l__'}_-l_j__:.;I

Figure 5.9 Finite automaton o recognize tokens from Fig. 5.5.

When the automaton stops in State 3, the scanner should
perform a check to see whether the string being
recognized is “END.”.

If it is not, the scanner could back up to State 2
(recognizing the “VAR”). The period would then be
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rescanned as part of the following token the next time the
scanner is called.

® Finite automata provide an easy way to visualize the
operation of a scanner. Fig 5.10(a) shows a typical
algorithm to recognize such a token.

Fig 5.10(b) shows the finite automaton from Fig 5.8(b)
represented in a tabular form.

gt first Inmput_Character

if Input Ckarsczer in ["A'.. '%°] than
bagin
while Irput Character in [*&'..72', “0*.."3'] do
begin
get next Inmpub_Charastesr
if Input Character = !_* then
bagin
get next Inpet Character
Last_Tnar_ Is Underscore := Lrue
end {if '_'}
alsa
Last Thar I=s Unferscore (= false

end (while
if last Char I= Mnderscore then
return (Token_Errord
else
returr. (Valic Tokend
and (17 first in [*&A°..'2']]
else
return (Token Error)

(a)
Stata A-T [y | -
1 2 ‘g-arting state!l
2 2 2 3 {final stats=}
3 2

{b)

Figure 5.10 Token reccgnition using (a) algorithmic code and (b) tabu-
lar represeniation of finite automaton
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5.1.3 Syntactic Analysis

® During syntactic analysis, the source statements written
by the programmer are recognized as language
constructs described by the grammar being used.

® \We may think of this process as building the parse tree for
the statements. Parsing techniques are divided into two
general classes — bottom-up and top-down — according to
the way in which the parse tree is constructed.

Top-down methods (ex. recursive-descent parsing) begin
with the rule of the grammar that specifies the goal of the
analysis (i.e., the root of the tree), and attempt to
construct the tree so that the terminal nodes match the
statements being analyzed.

Bottom-up methods (ex. operator-precedence parsing)
begin with the terminal nodes of the tree (the statements
being analyzed), and attempt to combine these into
successively higher-level nodes until the root is reached.

® A large number of different parsing techniques have been
devised, most of which are applicable only to grammars
that satisfy certain condition.

Operator-Precedence Parsing

® The bottom-up parsing technique we consider is called
the operator precedence method. This method is based
on examining pairs of consecutive operators in the source
program, and making decisions about which operation
should be performed first.

For example, the arithmetic expression “‘A+ B * C — D”.
According to usual rules of arithmetic, * and / have higher
precedence than + and —. If we examine the first two
operators + and *, we find that + has lower precedence

than *. This is often written as “+ < *”,
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Similarly, for the next part pair of operators * and —, we
would find that * has higher precedence than —. We may

write this as “* > -,
® A+B*C-D
< >

This implies that the subexpression B*C is to be
computed before either of the other operations in the
expression is performed.

® The first step in constructing an operator-precedence
parser is to determine the precedence relations between
the operators of the grammar. In this context, operator is
taken to mean any terminal symbol (i.e., any token), so
we also have precedence relations involving tokens such
as BEGIN, READ, id, etc.

The matrix in Fig 5.11 shows these precedence relations
for the grammar in Fig 5.2.
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il /1L

PROGRAN
VAR = « = |« ol
BEGIN = b G < a < »
END = > =
INTESER = .
FOR - <
READ =
WELTE
T0 | B G o g = o
oo < I I « a3 < B <
= I i <f = <5 = o | ]
= « £=
.
= o L [ I I o
- =4 = - o |la @ < = a o
= B = B = B opld = = =|= o
B | B b Ie o2l B o x|a a
DIy B @ = > | B oo @ |a o
f = “f o] @ o = = |« o
| = - -, B bbb =
ia b = oz = B b Bl £ b Bl = =
ime | = | o B | B b= =

Figure 5.11 Precedence matrix for the grammar from Fig, 5.2.

® The relation = indicates that the two tokens involved

have equal precedence and should be recognized by the
parser as part of the same language construct.

® Note that the precedence relations do not follow the
ordinary rules for comparisons.

For example, we have “; > END” but “END > ;".

That is, when ; is followed by END, the ; has higher
precedence.

But when END is followed by ;, the END has higher
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precedence.

® Also note that in many cases, there is no _precedence
relation between a pair of tokens. This means that these
two tokens cannot appear together in any legal statement.
If such a combination occurs during parsing, it should be
recognized as a syntax error.

® There are algorithmic methods for constructing a
precedence matrix like Fig 5.11 from a grammar [see, for
example, Aho et al. (1998)]. For the operator-precedence
parsing method to be applied, it is necessary that all the
precedence relations be unique.

® Fig 5.12 shows the application of  the
operator-precedence parsing method to the READ
statement from line 9 of the program in Fig 5.1.

(1 ... BEGIN READ 1 14
(L1 BEGIN READ '::'-'_3' | . iMq
ia
| YALUE }
(i .. BEZIN (N b iMe b
REAE | (N |
ia
[VALUE]}
Figure 5.12 Operator-precedence parse of a READ statament,

The statement is scanned from left to right, one token at a
time. For each pair of operators, the precedence relation
between them is determined.

Part (i) of Fig 5.12 shows the statement being analyzed
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with id replaced by <N1>.

Part (ii) of Fig 5.12 also shows the precedence relations
that hold in the new version of the statement. An
operator-precedence parser _generally uses a stack to
save tokens that have been scanned but yet parsed, so it
can reexamine them in this way.

Precedence relations hold only between terminal symbols,
so <N1>is not involved in this process, and a relationship

Is determined between ( and ).

® Fig 5.13 shows a similar step-by-step parsing of the
assignment statement from line 14 of the program in Fig
5.1.
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(wii] Iﬂ; 1_'\{3: - [‘}IEZ . (Kx) N':
(N3 ' (Ng (Mg} ‘ Mg ¥
ia oIV int ia. * i
'z 5
{SUKREQ ) {200} [MEAN | .r."lEl:'ji 13
i 14, - (M) (N
Nx (Mg
(N} } Ng Mg ' (Mg »
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| VARIAKCE } 1SUNSD | 1100} {ME&N} [MEAN

Figure 5.13 Cperator-precedence parse of an assignmeant staternent

Note that the left-to-right scan is continued in each step
only far enough to determine the next portion of the

statement to be recognized, which is the first portion

delimited by < and >.

Once this portion has been determined, it is interpreted as
a nonterminal according to some rule of the grammar.

This process continues until the complete statement is
recognized. Note that (see Fig 5.13) each portion of the
parse tree is constructed from the terminal nodes up
toward the root, hence the term bottom-up parsing.

Although we have Iillustrated operator-precedence
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parsing only on single statements, the same techniques
can be applied to an entire program.

® Behind the operator precedence technique, a more
general method known as shift-reduce parsing was
developed.

Shift-reduce parsers make use of a stack to store tokens
that have not yet been recognized in terms of the
grammatr.

The actions of the parser are controlled by entries in a
table, somewhat similar to the precedence matrix
discussed before.

The two main actions are shift (push the current token
onto the stack) and reduce (recognize symbols on top of
the stack according to a rule of the grammar).

® Fig 5.14 illustrates this shift-reduce process, using the
same READ statement considered in Fig 5.12. The token
currently being examined by the parser is indicated by

p.
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Token Stream Stack
1
BEGIH READ « 24 - . ! |
T —

@ I |

(&)
SIGIM FEAD ( d4 READ
t BEGIN
(1]
i
. BEGIN READ | ia " READ |
BEGIK
)
[
., BEGIN READ | 44 1 ... BEAD
f BEGIE
@)
<< it
[
. BEGIK REAL | 14 3 .., KEAD
' BEGIN
<>
i

Figure 5.14 Example of shift-reduce parsing.

In Fig 5.14(a), the parser shifts (pushing the currently
token onto the stack) when it encounters the token

BEGIN.
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In Fig 5.14 (b-d), similar to the action in Fig 5.14(a).

In Fig 5.14(e), when parser examines the token ), the
reduce action is invoked. A set of tokens from the top of
the stack (in this case, the single token id) is reduced to a
nonterminal _symbol from the grammar (in this case,
<id-list>).

In Fig 5.14(f), the token ) is considered again. This time, it
will be pushed onto the stack, to be reduced later as part
of the READ statement.

® For this simple type of grammar, shift roughly
corresponds to the action taken by an
operator-precedence parser when it encounters the

relations < and =. Reduce roughly corresponds to the

action taken when an operator-precedence parser
encounters the relation >.

Recursive-Descent Parsing

® The other parsing technique is a top-down method known
as recursive descent. A recursive descent parser is made
up of a procedure for each nonterminal symbol.

® As an example for illustrating the parsing process of a
recursive descent parser, consider Rule 13 of the
grammar in Fig 5.2.

The procedure for <read> in a recursive-decent parser
first examines the next two input tokens, looking for
READ and (.

If these are found, the procedure for <read> then calls the
procedure for <id-list>.

If that procedure (for <id-list>) succeeds, the <read>
procedure examines the next input token, looking for ).

If all these tests are successful, the <read> procedure
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returns an indication of success to its caller and advances
to the next token following ).

Otherwise, the <read> procedure returns an indication of
failure.

® \When there are several alternatives defined by the
grammar for a nonterminal, the procedure is only slightly
more complicated. For the recursive-descent technique, it
must be possible to decide which alternative to use by
examining the next input token.

For example, the procedure for <stmt> looks at the next
token to decide which of its four alternatives to try.

If the token is READ, it calls the procedure for <read>;

if the token is id, it calls the procedure for <assign>
because this is the only alternative that can begin with the
token id, and so on.

® There is a problem. For example, the procedure for
<id-list>, corresponding to Rule 6, would be unable to
decide between its two alternatives since id and <id-list>
can begin with id.

If the procedure decided to try the 2™ alternative (<id-list>,
id), it would immediately call itself recursively to find an
<id-list>. This could result in another immediate recursive
call, which leads to an unending chain.

The reason for this is that one of the alternatives for
<id-list> beqins with <id-list>.

Therefore, top-down parsers cannot be directly used with
a_grammar that contains this kind of immediate left
recursion.

® Fig 5.15 shows the grammar from Fig 5.2 with left
recursion eliminated.
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<stmt-Jlist> END

14 := <cepe TO <exp>

BECIY <stmm—1list> EXDT

16 =index-exps
17 <body>

1 T EOgR = DROGHAM <prog-names> VAR <dec-list> BESIX
2 [ O = T = 44

i =dec-list= = <dac> | ; <dec> |}

4 <lac» = <id=-list> : <type>

5  <type> = INTEGER

s <id-lisc> = 44 { , id )

o <stmbt-1list> = <gbmb= { : =skmt> |

- <stmt> = <asgion> | <read> | <writes> | <for>

E <ASS g = 44 1= <exp>

10a  <exps = <term= { = <tsrme | - <term> ]

l1la =terms = <factor> { * <factor= | DIV < factor= }
12 <=fackor> = 14 | imk | (| =exp> |

12 <read= = READ { =id-list> |

14 cwrizes= = WRITE | <id-list=> |

15 «=fors= = FOR <index-exps DO <body

=gtmt>

Figure 5.15 Simplified Pascal grammar modified for recursive-descent
parse.

® Top-down parsing using new grammar: Consider Rule 6a
in Fig 5.15.

This notation specifies that the terms between {and} may
be omitted, or repeated one or more times.

Thus, Rule 6a defines <id-list> as being composed of an
id followed by zero or more occurrences of “, id”.

This is clearly equivalent to Rule 6 of Fig 5.2.

® Fig 5.16 illustrates a recursive-descent parse of the
READ statement on line 9 of Fig 5.1, using the grammar
in Fig 5.15.
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procedurs READ
bagin
FOUND := FALSE
if TOKEM = B {REAL] then
begin
sdrance to next token
1f TWEY = 2 ( ¢ ) then

begin
advanr-e o next token
if ITLIST returns success then
if ICKE =21 [} : than
bagin
FOLRLC: <= TEUE
advance to next btoken
end (it | ]
aend (il { |

end [if REALL)
iFf FOUND = TRUE then
reburnn sucCegEs
alsea
return failure
end (FEAD}:

procedure IDLIST
bagin
FARD := FaALSE
i€ TOEEM = 22 [id] then
bagin
FOURD := TRUE
adwvance to next token

while (TOKEN = 14 (.1} and (FOUND = TRUE] da

bagin
advance to next bFoken
Aif TOMEM = 22 [id! then
arrrance to next taken
aeles
FOUNE := FALSE
end (whila]
and [if id)
if FOIDID = THUE then
reburn success

alse .
return failure
and (IDLIST}
@)
0 READ i} READ fiiiy
| & 1
P | ’
A a
rd ra i -
4 I 7 i ey
READ [ READ { READ
IDLIST
I
I
I
I
id
{VALLES
(&)

Figure 5.16 Recursive-descent parse of a READ statement
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Fig 5.16(a) shows the procedures for the nonterminals
<read> and <id-list>.

Assume that the variable TOKEN contains the type of the
next input token, using the coding scheme shown in Fig
5.5.

® Fig 5.16(b) (corresponding to the algorithms in Fig 5.16(a))
gives a graphic representation of the recursive-descent
parsing process for the statement being analyzed.

In part (i), the READ procedure has been invoked and
has examined the tokens READ and ( from the input
stream (indicated by the dashed lines).

In part (ii), READ has called IDLIST (indicated by the solid
line), which has examined the token id.

In part (iii), IDLIST has returned to READ, indicating
success; READ has then examined the input token ).

This completes the analysis of the source statement. The
procedure READ will now return to its caller, indicating
that a <read> was successfully found.

® Fig 5.17 illustrates a recursive-descent parse of the
assignment statement on line 14 of Fig 5.1.
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procedure EXP

FOUND := FALESR
if TERM returns success then
bagyilin

WD = TRIE
while ({(TOKEN = 16 {+}) or (TCKEN = 17 (-}
and { FOUND = TRUE ! &
bagin
advance to next ToXen
iFf TERM returns failure then
FOUND 1= FALSE
el {(while}
and {if TERM}
if POUND = TRUE thean
return sucoess
alee
return failure
and < EXP)

procedure TERM
begin
BIUND := FALSE
if FATTOR returns success then
begin
FOUND ;= TRUE
while ({TOKEN = 18 {*:} or (TCKEN = 1% {DIV}]I
and (FOUND = TRUE. do
beagin
advance To next tcken
if FACTCR returns Failure then
FOUND :a FPALSE
sod (while]
end {if FACTOR!
if FOUND = THUE then
meturn success
alse
return failure
-l TES

Proosdure FAOTOR
begin
FOIND := FALSE
if (TOKEM = 22 {44;) or |TGKEN = 23 {imt)}) then
begin

FOURD := TRUE
advance to next Soken
and [(if 14 or imk)
alee
if TOXEN = 20 [ { } chen
begin
advance to next c—oken
if EXP returns success thean
if TOKEN = 21 { ) )} then
bagin
FOUNT := TRUE
aZvarce to rext token
e (if 1}
and (i ( ]
if “CcovD = TRUE then
returT. success
-l
recurn failure
and {FRCTOR)

{=)
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(i) ASETGH

dd;y H
I WARLAMNCE }

[LEN ] ASSTGN

id
{VARIAMNCE !

Wridi
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1wi) ASEIGH

ar
L)
FACTOR [ Fﬁ.ETGHJ ’ FACTOR ] | FACTOR |
= T T T

[} ] ] 1

] i 1 i
ia- imt idx id,
i{5imsg) [ LoC {MEAN] | MEAN |

Figure 5.17 Recursive-descent parsa of an assignment statement,

Fig 5.17(a) shows the procedures (ASSIGN, EXP, TERM,
FACTOR) for the nonterminal symbols that are involved in
parsing this statement. You should carefully compare
these procedures to the corresponding rules of the
grammar.

Fig 5.17(b) is a step-by-step representation of the
procedure calls and token examinations similar to that
shown in Fig 5.16(b).

® Note that the same technique can be applied to an entire

prog ram.
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5.1.4 Code Generation

® The code-generation techniqgue we describe involves a
set of routines, one for each rule or alternative rule in the
grammar. When the parser recognizes a portion of the
source program according to the some rule of the
grammar, the corresponding routine is_executed. Such
routines are often called semantic routines.

® Note that code-generation technigues need not be
associated with any particular parsing method.

® Assume that our code-generation routines make use of
two data structures for working storage: a list and a stack.

ltems inserted into the list are removed in the order of
their insertion, first-in-first-out.

Items pushed onto the stack are removed (popped from
the stack) in the opposite order, last-in-first-out.

In addition, LISTCOUNT is used to keep a count of the
number of items currently in the list.

The code-generation routines also make use of the token
specifiers; these specifiers are denoted by S(token). For a
token id, S(id) is the name of the identifier, or a pointer to
the symbol-table entry for it.

® Fig 5.18 illustrates the application of our code-generation
process to the READ statement of line 9 of the program in
Fig 5.1. The parse tree for this statement is repeated for
convenience in Fig 5.18(a).
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{read)

{id-limt )

<id-list> ::= id

add S(d4d} to list
add 1 to LISTCOUNT

<jd-list>::= <id-list> , 4d

add 5iid4) co list
add 1 toc LISTCOUNT

<read» ::= READ ( <id-lisc> )

generate | +JSUB XREAD]

record exterral reference to XREAD
genarate | WORD LISTCCUNT]

for each item on list deo

begin
remove S{ITEM) from list
generate [ WCRD S(ITEY) ]
and
LISTCOUNT := 0

®)
+JSUB  XREAD

WORD 1
WORD VALUE

(c)
Figure 5.18 Code genemtion for a READ siatement.
Fig 5.18(c) shows a symbolic representation of the object
code to be generated for the READ statement. This code

consists of a call to a subroutine XREAD, which would be
part of a standard library associated with the compiler.
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Since XREAD may be used to perform any READ
operation, it must be passed parameters that specify the
details of the READ. In this case, the parameter list for
XREAD is defined immediately after the JSUB that call it.

Thus, the 2™ line in Fig 5.18(c) specifies that one variable
is to be read (WORD 1), and the 3™ line gives the
address of this variable.

® Fig 5.18(b) shows a set of routines that might be used to
accomplish this code generation.

The first two routines correspond to alternative structures
for <id-list>, which are shown in Rule 6 of the grammar in
Fig 5.2.

In either case, the token specifier S(id) for a new identifier
being added to the <id-list> is inserted into the list used by
the code-generation routines, and LISTCOUNT is
updated to reflect this insertion.

After the entire <id-list> has been parsed, the list contains
the token specifiers for all the identifiers that are part of
the <id-list>.

When the <read> statement is recognized, these token
specifiers are removed from the list and used to generate
the object code for the READ. (See code generation
routine <read> in Fig 5.18(b) in page 262.)

® Remember that, in generating the tree shown in Fig
5.18(a), recognizes first <id-list> and then <read>. At
each step, the parser calls the appropriate
code-generation routine.

® Fig 5.19 shows the code-generation process for the
assignment statement on line 14 of Fig 5.1.
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{mgsign)

{exp}

{Bxp)

(tarm)

tterm)

(factor) {factor)

id .

= ia
{VARIANCE} | SUMS] |

oIV int

{100}
(=}

<gszigr> ;:= 1d = <exp>

GETAE | =exp> |

generats [ 3TA
EEGA = mull

<g¥roe 1= <berms

Sl=exp=) :=
if Si<ep>) =

EESE := <expe

CENpR. 11T <ExpE, + <terms

if Si<exp>,) =
gensrate [ ADD

elae if Si<term~)
genserate [ ADD
elae
begin
GETA (<exp>.|
generate |
and

Sﬁfexphjl 1= ra
FEGE

1= CENDE
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<exp», ti= <exp>, - <Lerm

if Si<exp>,) = rA then
generate |SU3 Si<term>})
alse
bagin
CETA "‘:W-‘z}
generate [ S5UB  Si<term»}]
and
Efdﬂm}_l 1= TA
REGAR := <exp>.

<term> j:= <factor>

El<term>} := Si<factor>)
1f S{<term>) = rA than
REGA = <tarms

<term>, ::= <term>, * ciactors=

if Si<term>,) = rA then
generate [ MUL S{<factor=}|
alas if Si<factor>] = rA than
generate [MIL Si<term>.)]
alse
begin
GETA (<tegm>,)
genarate [MUL Si<factor=|]
snd
si-ﬂturm.]; i= TA
BESA := -!:tll'.'ﬂﬂ'l

“.'-'El"ll?‘ PEE STEIme . =1V <factor>

if St<term>,) = rA then
generate | OIV Si<factor>}]
else
begin
GETA (<term>,)
geherate { DIV S(<factor>))
end
S{<term>;) 1= ra
REGA := <term»,
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<factor> ::= id

gl=factors=) := S{id}
zfactor= = int

s{<factcr=) = S(int]
<factors= ::= | =2Mp> ]

Sl<factor=) :1= Si<sxp>]

if Si{<factor>] = rA then

REGE := <factor>

(b)

procedura CETR (HODE)
begin
if ZEGL = null then
generate [ LOL 3 NODE} ]
elge if 5 (NCDE) # rA then

begin
create a new working variable Ti
generate | STh Ti]

record. forward reference Lo Ti
SlRE.‘l"_n‘i.]\\= Ti

oenerate [ LDR S(NODE) ]
end (if = ra}
SINODE) := A
FEEGA := HODE
end [GETA]
{e)
1D S0
oy #1010
STA TL
LDA MEAN
ML MEAN
STA T2
LA T1
Sz T2

STA VARIANCE

{d)
Figure 5.19 Code generation for an assignmeant statement.
Fig 5.19(a) displays the parse tree for this statement.

Most of the work of parsing involves the analysis of the
<exp=> on the right-hand side of the :=.

Written by WWF 38



System Software — An Introduction to Systems Programming, 3" ed., Leland L. Beck

The parser first recognizes the id SUMSQ as a <factor>
and a <term>.

Then it recognizes the int 100 as a <factor>.

Then it recognizes SUMSQ DIV 100 as a <term>, and so
forth.

Note that the order of parsing the statement is the same
as the order of arithmetic evaluation.

® As each portion of the statement is recognized, a
code-generation routine is called to create the
corresponds object code. For example, suppose we want
generate code that corresponds to the rule <term>1_::=

<term>2 * <factor>.

Our code-generation routines perform all arithmetic
operations using regqister A, so we clearly need to
generate a MUL instruction in the object code.

The result of this multiplication, <term>1, will be left In
register A by the MUL.

If either <term>2 or <factor> is already present in reqister

A, perhaps as the result of a previous computation, the
MUL instruction is all we need.

Otherwise, we must generate a LDA instruction preceding
the MUL. In this case, the previous value in register A
must be saved (store somewhere) if it will be required for
later use.

® Obviously, we need to keep track of the result left in
register A by each segment of code that is generated.

In the example just discussed, the node specifier
S(<term>1) would be set to rA, indicating that the result of

this computation is in register A.
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The variable REGA is used to indicate the highest-level
node of the parse tree whose value is left in register A by
the code generated so far (i.e., the node whose specifier
IS rA)

® As an illustration of these ideas, consider again the code-
generation routine in Fig 5.19(b) that corresponds to the
rule

<term>1 ::= <term>2 * <factor>

If the node specifier for either operand is rA, the
corresponding value is already in register A, so the
routine simply generates a MUL instruction. The operand
address for this MUL is given by the node specifier for the
other operand (the one not in the register).

Otherwise, the procedure GETA (shown in Fig 5.19(c)) is
called. This procedure generates a LDA instruction to
load the value associated with <term>2 into register A.

However, before the LDA, the procedure generates a STA
instruction to save the value currently in reqister A.

After the necessary instructions are generated, the code-
generation routine sets S(<term>1) and REGA to indicate

that the value corresponding to <term>1 is now in register

A. This completes the code-generation actions for the *
operation.

® The code-generation routine that corresponding to the “+”
operation is almost identical to the one just discussed for

*

The routines for DIV _and — are similar, except that for
these operations, it is necessary for the first operand to
be in register A.

® The code generation for <assign> consists of bringing the
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value to be assigned into reqister A (using REGA) and
then generating a STA instruction. Note that REGA is then
set to null.

® Fig 5.19(d) shows a symbolic representation of the object
code generated for the assignment statement being
translated.

® Fig 5.20 shows the other code-generation routines for the
grammar in Fig 5.2. The routine for <prog-name>
generates header information in the object program that
is similar to that created from the START and EXTREF
assembler directives.
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<prog> 1i= FROGRAM <prog-name> VAR <dec-list> BEGIN <skmb-1is=> BXD,

generate | LOL RETACR)

generate | 2SR

for each Ti variable uses do
generate [T REs 1]

ingert | J EXADDR] [Jjurp to first executable irst=uctien)
in bytes 3-5 of cbreck program

Eix up forwa=d references zo Ti variables

genarate Modification reccrés Zfor external refererces

generate | ED |

<prog-name> ::= id
generske ¢ START 0]
gemarate | ZXTREF XREAD, IETTE]
generate | STL RETACR]

acd 3 te LOCOTR{leave room for jump to first exesutable instructien]
genecats [RETADR ERESW 1]

<dec-lisk> ::= {either alternative)

save LOCTIR as EXADIR {:iertative address of firat ewecyutable instzuction)

«dees> 1= €id-1lists ; <type>
for each item on 1ist do
begin
rencve SCUME! From list
enter LOOCTS into syrbol table as address for HAME
generate [S(NAME) RESW 1]

and
LISTCOUNT := 0

“Iype> pi= THNTEGER

inz code-generatior. aczicn)

catmk=1ist> ::= {eichker alternativa)

(e code-generstion acticn)
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<gtmizs :t= {any alternativel]

{0 code-generation action)

writes= 1r= WRITE I<id-list>)

generata [ ~JSUB XWEITE]
record axternal reference to XWRITE
cenerate [ WOSD LISTOOUNT ]
for each item cn lizst o
bagin
rercve S[{ITEM! from list
generate [ WORD SIIT=HI]
and
LISTCOUNT :i= O

<for» ::« POR <indew-esp> D0 <bodv>
pop JUMEADCR from stack {address of Juwp out 2f loog)

pcp SIINDEX) from stack {index variable}
pop LOOFADDE from stack ({begirning addresa of loops

generate [ LOA S(INDEX)|
generate [ ADD #1]
generate | LOOEATDCR |

J
insert [ JET LOCCTR] at location JUMPADIR

<izmdex-exp> ::= 14 := <mp>, TO <exp>,

GETA [<exp>,)

push LOCCTR onto stack (beginning address of loop)
push 5idd) onto stack {index variakble}

generate [ STA siid}]

generate | COMP S(<exp>,!]

push LOCCTR onto stack {address of juop cut of loopd
add 3 ro LOCCTR  [leave room for jump ins-zuction)
EEGA = pull

<pody>» ::= [either alternative]

[no code-gensration action]

Figure 5.20 Other code-generation routines for the grammar from Fig. 5.2.

It also generates instructions to save the return address
and jump to the first executable instruction in the
compiled program.
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The compiler also generates any Modification records
required to describe external references to library
subroutines.

® For the complete code-generation process of the program
in Fig 5.1, it is shown in Fig 5.21.

Line Symbolle Representation of Gensrated Code
1 STRTE STRET ) _ Iprogram header)
EXTREF XREAD, ¥IVRITE
STT RETADR [gave return address)
J {EXADCR}
] RETALR RESW 1
3 = RESW 1 {wariahle declaraticnaz)
SIS0 RESW 1
I FESW 1
VALUE RESW L
MERN FESW 1
YARLANCE FEoW 1
3 {EX&OTR ) LDa £0 {SIM := O}
STh oM
g Lk * {SuMEp := 0}
ETA SIMST
7 Loy #1 [FOR T := 1 TO 1041
1hll} STk 1
COP #1060
JIT [L2]
4 +J508 JREAD {ARAD{VALUE} ]
WIERD 1
WORD VALUE
i LA 5im [SUM := SIM - VALUE}
ROy VALUE
8Th 5
11 LR VALUE [SIMSE == FTMSD + VALUE * VALUE]
ML VALITE
ATD SUMES
STA EOMEQ
LD% 1 rend of FOR locopl
AL LI
hij (L1}
13 1.2} Lo ST {MER := SIM CIV 10D}
oIy #1090
5Th MEAH .
14 oA SURED (VARIANCE := 530 DIV 100 - MESN * MEAN)
DIV 1040
STh Tl
oa MEAN
MLIL MEAN
ST 2
LA i
s=2 T2
STA VERTEHNCE _
15 HISTE YWRITE {WRITE(MEAN, VARLIDNTE] }
HOED =
WORD MEAH
WORLD VARTANCE
LDL RETALE. (r=tirmn)
REUE
T1 RESY | tworking variables used}
T2 RESHT 1
' ENT

Figure 5.21 Symboiic representation of ablect code generated for the
program from Fig. 5.1.
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5.2 Machine-Dependent Compiler Features

® The process of analyzing the syntax of programs written

in  high-level languages should be relatively
machine-independent. The real machine dependencies of
a compiler are related to the generation and optimization
of the object code.

There are many complex issues involving the code
generation such as the allocation of reqgisters and the
rearrangement of machine instructions to improve
efficiency of execution.

Such types of code optimization are normally done by
considering an_intermediate form of the program being
compiled.

In this intermediate form, the syntax and semantics of the
source statements have been completely analyzed, but
the actual translation into machine code has not yet been
performed.

For the purposes of code optimization, the intermediate
form of the program is much easier to analyze and
manipulate than in either the source program or the
machine code.

5.2.1 Intermediate Form of the Program

There are many possible ways of representing a program
(in Aho et al., 1988) in an intermediate form for code
analysis and optimization. The intermediate form used is
a sequence of quadruples below.

operation, opl, op2, result

where operation is some function to be performed by the
object code, opl and op2 are the operands for this
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operation, and result designates where the resulting value
IS to be placed.

Example 1. “SUM := SUM + VALUE" could be
represented with the quadruples

t SUM, VALUE, i1

= 11 , . SUM

Example 2: “VARIANCE := SUMSQ DIV 100 — MEAN *
MEAN" could be represented with the quadruples

DIV, SUMSQ,#100 , i1

x MEAN , MEAN, i
-, 7, 2, I3
= i3 ~ VARIANCE

The above quadruples would be created by intermediate
code-generation routines similar to those discussed In
Section 5.1.4.

Many types of analysis and manipulation can be
performed on the quadruples for code-optimization
purposes.

For example, the quadruples can be rearranged to
eliminate redundant load and store operations, and the
intermediate results il can be assigned to registers or to

temporary variables to make their use as efficient as
possible.

After optimization has been performed, the modified
guadruples are translated into machine code.

Fig 5.22 shows a sequence of quadruples corresponding
to the source program in Fig 5.1.
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Operation Op1 Op2 Result

{1} = #2 s {5 := D}

121 = 4} SIS0 [swsc 1= 0}

[3] 1= £l I {FOR I := 1 TO LCO})
(41 JGT I #1C0 [(15)

(5] CALL ZFEAD [FEEAD(VALLIE]) )

({7} FPARAM VARLU=

7+ SUM VALUE i, (SUM := SIM + VALUE}
8] = 1 5m

(9 * VALDE VALUE i, {SIMSD := SUMSC -
{10) + smss; i, i, VALUE * VALUE}
{11) = i, BUMSD

{12) + I ¥l i, {end of FOR locp)
(13) 1= i, I

24y J (4}

{15) DIV Sl w00 1!_ I¥BEARY := SUM DIV 100}
(16) 1= i MEAN

{17y DIv SUMSD 410C i, {VARIANCE :=

(18) - MEAN  MEAN i SUMSQ DIV 100
(13 - i iy i, - MBRY * MEAN}
(20) = i VARLANCE

(21} CALL XWRITE [WRITE (MERN, VARIANCE) §
(22 FPARAM MERN

{23) FARAM VARTANCE

Figure 5.22 Intermediate code for the program from Fig, 8.1,

5.2.2 Machine-Dependent Code Optimization

® To perform machine-dependent code optimization, the
first problem is the assignment and use of registers.

® On many computers, there are a number of
general-purpose reqisters that may be used to hold some
useful data.

Machine instructions that use registers as operands are
usually faster than the corresponding instructions that
refer to locations in memory. Therefore, we would prefer
to keep in registers all variables and intermediate results
that will be used later in the program.

For example, consider the quadruples shown in Fig 5.22.
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The variable VALUE is used once in quadruple 7 and
twice in quadruple 9. If registers are enough and available,
it would be possible to fetch this value only once.

® Note that there are rarely as many registers available as
we would like to use. The problem then becomes one of
selecting which reqister value to replace when it is
necessary to assign a register for some other purpose.

One reason approach is to scan the program for the next
point at which each reqister value would be used. The
value that will not be needed for the longest time is the
one that should be replaced.

® In making and using register assignments, a compiler
must also consider the control flow of the program. The
existence of Jump instructions creates difficulty in
keeping track of reqister contents.

One way to deal with this problem is to divide the program
into basic blocks.

A basic block is a sequence of quadruples with one entry
point, which is at the beginning of the block, one exit point,
which at end of the block, and no jumps within the block.

® Since procedure calls can have unpredictable effects on
reqgister contents, a CALL operation is also usually
considered to begin a new basic block.

® Fig 5.23 shows the division of the quadruples from Fig
5.22 into basic blocks. This figure also shows a
representation of the control flow of the program. This
kind of representation is called a flow graph for the
program.
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D (15)—{20) (g

4

E: (21123}

Figure 5.23 Basic blocks and flow graph for the quadruples from
Fig. 5.22.

® Another possibility for code optimization involves
rearranging quadruples before machine code is
generated.

For example, the quadruples in Fig 5.24(a) are the same
as quadruples 17-20 in Fig 5.22. It shows a_typical
generation of machine code from these quadruples, using
only a single reqister (reqister A).

DIV SUMSD #£100 i,
* MEAM MEAL i,
- i, i iy
.= 1, VERTANCE
LD STIMSD
DIV 4100
STA T1
i WA
TLIL MEAT
STA T2
LLif T1
SITE T2
STA VAR TAMCE
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In Fig 5.24(a), since i2 has just been computed, its value

Is available in register A; however, this does no good,
since the first operand for a ‘= operation must be in the
register. It is necessary to store the value of i2 in another

temporary variable, T2, and then load the value of i1 from
T1 into register A before performing the subtraction.

® With a little analysis, an optimizing compiler could
recognize this situation and rearrange the gquadruples so
the 2" operand of the subtraction is computed first. This
rearrangement is illustrated in Fig 5.24(b).

= IR MEA i,
DIV SUMS0 #100 i,
- i i_:2 Iy
= i 5 WARLAMNCE

LT MEAN

FIL, HMEAN

STA T

i SLTMEL

i RV FLOC

SR T1

=LA AR TANCE

(B}

The resulting machine code requires two fewer
instructions and uses only one temporary variable instead
of two.

® Other possibilities for machine-dependent code
optimization involve taking advantage of specific
characteristics and instructions of target machine.

For example, there may be special |oop-control
Instructions or addressing modes that can be used to
create more efficient object code.
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